
• Data augmentation has proven to be an e�ective approach for overcoming the data 
scarcity issue in low-resource NLU tasks with limited training samples.

• Generative data augmentation faces two major challenges: diversity in generated 
augmentations and consistency with the underlying data distribution.

• Current augmentation methods are either too conservative, by making small changes 
to the original text, or too aggressive, by creating entirely new samples. Additionally, 
they are prone to replicate biases and over�t speci�c linguistic patterns.

Main Contributions
• We propose ABEX (ABstract and EXpand), a novel and e�ective generative data 

augmentation methodology for low-resource NLU. ABEX is based on a novel 
framework that �rst generates an abstarct decsription of a document and then 
expands the abstarct decsription.

• We propose a simple, controllable, and training-free method, based on editing AMR 
graphs, for generating abstract descriptions of documents from NLU datasets.

• We evaluate the e�cacy of ABEX on 12 datasets across 4 NLU tasks under 4 
low-resource settings and show that it outperforms most prior works quantitatively 
by 0.04% - 38.8%

• We contribute a large-scale synthetic dataset with ≈0.2 million abstract-expansion 
pairs to promote further research in this space.

Step 1: Learning to Expand Abstract Descriptions:
1) We synthesize a large-scale synthetic dataset Dab with abstract-document pairs by 
prompting LLMs with unlabeled documents from Dab.
2) We pre-train BART on this dataset with abstract as input and document as the target 
for learning to expand abstract descriptions.

Step 2: Synthetic Data Augmentation:
1) We convert the document into its AMR graph representation .....
2)    then goes through multiple steps of deletion to obtain      .  
3) We optionally retrieve a semantically similar document from Ddown, obtain its AMR 
graph      , and replace subtrees in     with similar subtrees in      . 
4)     is then converted back to text using an AMR-to-Text generator.  The resultant text 
is now an abstract description of the document.
5) This abstract description is then passed to the �ne-tuned BART for generating 
augmentations. 
6) We optionally �ne-tune the �ne-tuned BART (from Step 1.) on abstract-document 
pairs from Ddown for downstream domain adaptation.

Abstarct Descriptions: We de�ne an abstract description is a concise summary of a text, 
distilling it to its key concepts and themes while omitting non-essential details, e�ectively 

Comparison of augmentations on the MultiCoNER dataset.

Result comparison on Sequence Classi�cation. ABEX outperforms prior methods by 0.04% - 29.12%.
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Comparison of perplexity (P), token diversity (D), and length diversity (D-L).

Result comparison on NER. ABEX outperforms prior methods by 0.33% - 36.82%.

Results for Question-Answering and Sentence Similarity on paper!
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