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I Introduction: Implicit Hatespeech
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In #LOC, some believers have been going to cow shelters once a week to
cover their bodies in cow dung and urine in the hope it will boost their
immunity against, or help them recover from, COVID-19. | #NAME

3:48 PM - 25 Feb, 2023
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Figure 1: Illustration of a social media conversation
tree with implicit hate speech. User 1 posts a factual
statement about practices people follow in a certain
location. In response, User 2 implies hate through a
sarcastic statement, to which User 3 elaborates with
a positive stance. Clearly, these utterances are even
difficult for humans to classify as hate or not without
the proper conversational context.



| Introduction: Challenges in Implicit Hatespeech

While detecting explicit hatespeech is a popular task in NLP, by virtue of it being easier to detect

because of overt linguistic signals, detecting implicit hatespeech has certain challenges.

I. Linguistic nuance and diversity: Implicit hate can be conveyed through sarcasm,
humour, euphemisms, circumlocution, and other symbolic or metaphorical
languages

2.Varying Context: Implicit hatespeech can be conveyed through everything, from
dehumanising comparisons and stereotypes to threats, intimidation and incitement
to violence.

3. Lack of sufficient linguistic signals: Unlike parent posts, which contain sufficient
linguistic cues through background knowledge provided by the user, replies or
comments to the parent post are mostly short and context-less reactions to the
parent post, making implicit hate speech difficult to detect and emphasizing the

need for better learning systems.



| Introduction: Limitations in Previous Work

DEFINITION AND INITIAL DATASETS LIMITATIONS OF LIN'S SYSTEM
e ElSherief et al. (2021) define implicit hate speech as e Lin (2022) extends Latent Hatred by leveraging knowledge graphs
coded or indirect language disparaging individuals (KGs) for implicit hate speech classification.
or groups. e Restriction to English and unavailability of KGs in other languages
o Latent Hatred, proposed by ElSherief et al., serves as limit the system's applicability.
a benchmark dataset for model performance in e Lin's system also fails to capture external context, a crucial element for
implicit hate speech classification. effective hate speech detection (Sheth et al., 2022).
SHORTCOMINGS OF LATENT PROPOSAL FORIMPROVEMENT
HATRED AND TAXONOMY e The need to extend the definition of implicit hate speech to
include hate conveyed in the context of conversational

o Existing state-of-the-art classifiers struggle to
perform well on Latent Hatred, indicating
limitations in current approaches.

e Latent Hatred's 6-class taxonomy overlooks
conversational-context-sensitive implicit hate
speech, a significant portion online (Modha et
al.,, 2022; Hebert et al.,, 2022).

dialogue.

e Introduction of a novel neural learning system to address the
limitations of prior approaches.

e Emphasis on the importance of capturing external context for
more effective and inclusive hate speech detection.



I Introduction: Major Contributions

e We introduce CoSyn, the first neural network architecture specifically built to detect implicit hate
speech in online conversations. CoSyn leverages the strengths of existing research and introduces
novel modules to explicitly take into account user and conversational context integral to detecting

Implicit hate speech.
e We provide implicit hate speech annotations for 6 popular hate speech datasets.

e Through extensive experimentation, we show that CoSyn outperforms all our baselines quantitatively

on 6 hate speech datasets with absolute improvements of 1.24% - 57.8%.

e We also perform extensive ablative experiments and qualitative comparisons to prove the efficacy of

Cosyn.



1 Methodology
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Figure 3: Illustration of CoSyn. CoSyn detects if a target utterance, authored by a social media user, implies hate or
not leveraging three main components: (1) HFAN: This models the user’s personal historical context by employing
Fourier Transform and Hyperbolic Attention on the user’s historical tweets. (2) HGCN: This models the user’s
social context through hyperbolic graph learning on its relations with other users. (3) CSHT: This jointly models
the user’s personal context and the conversational context to finally classify if the utterance is hateful.
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Motivation

To learn bias-invariant representations,
specifically, handle keyword bias

To learn the user’s personal historical
context.

To learn the user’s personal social context.

To jointly model a user's personal context
and the conversational dialogue context.

Methodology: Motivation and Design for Different Components

Design

Fine-tune a SentenceBERT and solve an additional
loss proposed by Mathew et al,, 2021 using self-
attention maps and ground-truth hate spans.

HFAN facilitates varied user engagement on social
media by employing Discrete Fourier Transform for
abstract frequency modeling, a M6bius GRU for
temporal distribution modeling, and hyperbolic
attention on prior user utterances.

HGCN employs hyperbolic learning to capture social
network dynamics by utilizing user connections as
edges in the graph.

CSHT efficiently models scale-free conversation
trees, capturing context interactions within a
hyperbolic learning framework. It modifies a tree
LSTM backbone to work in hyperbolic space, and
account for both the utterance and user context.



1 Methodology: Modelling Scale Free Properties in Social Media

(a) Frequency distri- (b) Frequency distri-
bution for the social bution for conversa-

graph. tion trees.
Property Social Graph Conversation Tree
Mean Degree 18.22 2.2
Node Degree 2.66E-03 2.89E-04
(] 15 0.3
Power Law P(x) ~x7¥

Y 2.81 2.39

(c) Properties of the social graph
and conversation trees.

Figure 2: Various properties of the social graph and
conversation trees averaged across datasets. The fit-
ting of the node distribution in the power law (v €
2, 3]) (Choromanski et al., 2013) and low hyperbolicity
(Barabasi and Bonabeau, 2003) ¢ indicates the scale-
free nature of conversations and social graphs.

e Social network connections between users on a platform often
possess hierarchical and scale-free structural properties (degree
distribution of nodes follows the power low as seen in Fig 2 and
decreases exponentially with a few nodes having a large number

of connections).

e Conversation trees on social media possess a hierarchical
structure of message propagation, where certain nodes may
have many replies; e.g., nodes that include utterances from
popular users. Such phenomena lead to the formation of hubs
within the conversation tree, indicating scale-free and

asymmetrical properties of the conversation tree.



1 Methodology: Modelling model a user’s personal historical contex

e Historical utterances of the user are encoded using our bias
invariant encoder. These representations are processed using

a 2D Fourier transform (along the temporal dimension and the

- HEAN R embedding dimension. The 2D DFT operation helps highlight
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e Hyperbolic attention is used to find a distilled representation for
each user which takes into context the different abstract
frequencies and their temporal distribution in a scale-free

manner.



1 Methodology: Modelling a user’s personal social contex
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e HGCN modifies the conventional GCN and performs neighbor
aggregation using graph convolutions in the hyperbolic space
to enrich a user's historical context representations learned

through HFAN using social context.

Hyperbolic GCN
y
Hyperbolic Activation

e To model complex hierarchical representations, in social

graphs, HGCN performs all operations in the Poincaré space.
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1 Methodology: Jointly modelling the Conversational and User Context

CSHT * To model the conversational context in conversation trees
r R
effectively, we propose Context-Synergized Hyperbolic Tree-
5] lo| s LSTM (CSHT). CSHT presents several modifications and
S = : : :
g g E, : Improvements over Tree-LSTM, Including:
< = S
9
A1) (1) incorporating both the user's personal context and the
conversation context while clearly capturing the interactions
< h between them
@}—f——(f:\} {@cf A s tanh . . . . .
J}ﬁ N S (2) operating in the hyperbolic space, unlike the original TreelLSTM,
aj J J ) J J . . .
J L] [amt] Lo ] [tam] (<] which operates in the Euclidean space.
@ il 11 71 "“ h)
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Il Experiments and Results: Baseline Comparison

\ Overall \ Implicit I Overall | Implicit | Overall | Implicit

' A | P | R |F | P | R |CFHR/RF|F | P | R |F|P|R|CF|RF|F | P | R |F | P | R |CF| RF
Baseline | Reddit I CAD I DIALOCONAN
SentenceBert 71.12  63.35 81.06 | 76.05 7701 7511 2245 18.06 | 46.89 51.30 43.18 | 49.01 48.03 5003 3540 - | 4623 3720 60.70 | 34.75 2646 50.60 49.98 29.55
ConceptNet 58.25 5872 5873 | 2643 3257 2223 3334 2217 || 56.68 54.22 5937 | 3942 425 3675 2872 - || 3945 3422 4656 | 24.53 259 2329 3515 1572
HASOC 5621 51.86 6135 | 28.9 3148 2671 3550 2035 | 50.11 47.54 5297 | 4061 4675 3589 3029 - || 43.67 3245 6674 |27.22 23.80 3178 2845 17.02
Conc-Perspective | 56.21 51.86 61.35 | 2575 29.65 2275 27.25 2450 | 40.11 42,50 3797 | 33.34 3560 3134 2889 - | 3533 3216 39.19 | 2233 2065 2430 3120 18.92
CSI 5277 5090 54.80 | 3340 3025 38.28 3400 20.50 || 65.80 63.18 68.64 | 43.14 4425 4200 3035 - || 4223 4501 39.77 | 26.25 28.90 24.05 30.60 17.55
GCAN 5475 5794 51.89 | 2325 30.00 1898 13.13 1550 || 69.31 7100 67.69 | 44.34 4560 43.13 3378 - | 31.33 31.10 3267 | 31.33 3280 29.98 3470 18.60
HYPHEN 5344 5512 5438 | 2500 27.10 2320 2740 20.00 | 42.65 40.11 4550 | 32.80 3022 3586 2998 - | 34.67 38.80 3134|1640 20.00 13.89 19.19 12.30
FinerFact 6325 62.14 6440 | 27.11 3025 2456 4055 2570 || 65.36 64.00 6677 | 2625 30.12 2326 1822 - | 3070 28.89 3270 | 1560 1820 13.60 21.15 18.11
Graph NLI 41.04 5712 32.02 | 2603 4250 1976 55.01 45.00 | 2825 68.10 17.82 | 47.40 4566 4927 2275 - | 3235 3144 3331 | 2411 2189 2683 3902 16.50
DUCK 60.10 61.89 5840 | 3423 2626 49.15 4055 3230 || 30.66 32.50 29.02 | 28.11 2425 3343 2215 - | 28.60 28.20 29.01 | 2045 1823 2328 2689 14.40
CoSyn (ours) 7623 79.07 7358 8L12 80.15 8212 60.23 59.12 | 73.26 70.07 76.75 | 57.59 59.27 56.01 3819 - | 51.02 52.92 4925 | 5298 54.67 5139 4877 54.00

| GAB I ICHCL I Latent Hatred
SentenceBert 5031 4267 61.28 | 40.03 49.78 3347 24.06 13.10 || 79.86 81.03 78.82 | 37.32 36.33 38.11 36.69 37.11 || 58.82 4545 83.33 | 3846 3125 50.00 2705 -
ConceptNet 4782 4872 4695 | 1929 2523 1561 1612 10.12 | 69.11 68.23 70.01 | 28.29 2827 2831 2891 27.89 | 48.12 46.87 4943 | 3723 3445 4049 2256 -
HASOC 39.45 4344 3613 | 1654 22.11 1321 1519 1271 || 72.53 72.67 7251 | 3431 3509 3356 3528 3211 || 5047 5222 4883 | 39.82 37.22 4281 3521 -
Conc-Perspective | 51.47 47.23 56.54 | 1823 2054 1638 2429 1845 | 71.18 70.14 7225 | 31.18 29.59 3294 3046 29.82 || 51.22 53.79 4888 |40.11 38.12 4231 3437 -
CSI 49.62 5122 47.17 | 20.60 2224 19.18 2350 1834 | 6947 7520 64.55 | 2650 24.01 30.15 2364 1931 || 5625 5311 59.70 | 42.06 32.80 5859 2125 -
GCAN 2400 3200 27.00 | 2647 3025 2353 17.20 1536 || 7422 7211 7645 | 3522 3620 3429 32.14 2647 || 56.80 54.55 5924 | 4024 31.65 5523 2071 -
HYPHEN 4832 4519 5192 | 2350 2521 2200 28.60 1945 || 7272 67.11 7441 | 3334 27.66 4195 34.66 3421 || 53.20 516 549 |4240 47.89 38.04 3411 -
FinerFact 53.00 52.65 5335|1850 24.00 1505 23.68 1504 || 69.11 67.43 70.87 | 32.27 33.82 30.85 2490 18.65 || 52.11 4832 56.54 | 52.04 42.67 66.68 32.00 -
Graph NLI 5000 5322 47.15 | 42.12 4500 39.58 47.00 32.00 || 51.17 4298 6322 | 2653 2129 3519 27.65 28.15 || 33.10 2524 4807 | 4825 3924 62.63 3300 -
DUCK 6278 60.50 65.30 | 3570 36.85 34.62 3620 24.60 || 78.36 7842 7830 | 37.88 37.64 38.12 3648 3559 || 56.00 58.50 5375|3515 30.00 4244 2616 -
CoSyn (ours) 66.71 6443 69.15 4500 37.01 5738 46.22 3829 || 89.53 90.55 88.53  46.03 4626 4582 46.85 4589 | 64.65 6192 67.63 | 53.28 47.66 5549 4012 -

Table 1: Result comparison of CoSyn with our baselines on 6 hate speech datasets. We compare performance on both the overall
dataset and the implicit subset. C.F; and R.F; indicate F; scores measured on only comments and replies, respectively. CoSyn
outperforms all our baselines with absolute improvements in the range of 3.4% - 45.0% when evaluated on the entire dataset and
1.2% - 57.9% when evaluated on only the implicit subset. — indicates conversation trees in the dataset did not have replies.



Il Experiments and Results: Ablation Study

. Overall Implicit
Hinations FF, P R | F, P R CommentF, ReplyF,
CoSyn (ours) 7023 69.83 7082 | 56.00 54.17 58.04  46.73 49.32 .CoSyn's performance drops significantly without
- DFT 67.54 6824 69.29 | 5452 5257 57.34 45.22 46.92 . . ) .
_ HFAN 66.62 65.32 66.23 | 54.68 51.78 58.04 45.44 47.04 user COnteXt, emthS|Z|ng 1ES ImpOrtOnce. US|ng
- HGCN 66.56 6698 65.92 | 5328 52.02 56.98 45.12 46.32 user context through HFAN and HGCN surpasses
- HFAN - HGCN 6529 6471 65.55 | 52.14 51.12 56.38 42.91 46.29 , , , ,
_ User Context 6231 6294 6421 | 4872 4894 4953  39.88 41.19 mere historical utterance emlbeddings in CSHT.
BiCHST — UniCHST | 68.67 6823 6836 | 5529 5278 57.89 46.09 47.53 2.Modeling in Euclidean space results in a 3.8% overall
Hyperbolic — Euclidean | 66.47 66.48 67.21 | 54.83 54.14 56.41 45.44 47.41 ' '

F1 drop, reinforcing the effectiveness of hyperbolic

Table 2: Ablation study on Cosyn. Results are averaged space modeling.

across all 6 datasets.



Experiments and Results: Qualitative Analysis
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Figure 4: We study 4 conversation trees in the ICHCL dataset, including the prediction of different classifiers on the

utterance to be assessed, the historical engagement of the author of the utterance, and the social relations between
the different authors.



1V Conclusion

In this paper, we present CoSyn, a novel learning framework to detect implicit hate speech in online
conversations. CoSyn jointly models the conversational context and the author's historical and social
context in the hyperbolic space to classify whether a target utterance is hateful. Leveraging these
contexts allows CoSyn to effectively detect implicit hate speech ubiquitous in online social media.

It is also important to acknowledge limitations of our work, which will inspire our future efforts.
Limitations

I.CoSyn's potential limitation lies in lacking world knowledge. Including this could significantly
enhance its performance in this task (Sheth et al., 2022), a focus for future exploration.

2.Table 2 highlights that CoSyn's effectiveness depends on the seamless integration of its
components. Future research will concentrate on boosting the performance of individual
elements.



Thank you

for listening!




