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Introduction
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Dynamic and Selective Masking

[M] mutation [M] detected [M] <b-disease> colorectal 
<b-disease> <i-disease> cancer <i-disease> families

analysed [M] eastern England [M] <b-disease> HNPCC 
<b-disease> </s> colorectal cancer has manifestation eastern

England </s> mutation finding method of HNPCC </s>
HNPCC associated disease colorectal cancer.

These findings should be useful for therapeutic
strategies and the development of immunosuppressants

targeting the CD28Protein costimulatory pathway .

therapeutic strategies [M] development [M] 
immunosuppressants [M] <b-protein> HNPCC 

<b-protein> [M] costimulatory [M]

Training Corpus

 - The development of successful immunotherapy and drug
therapy targeting the CD28Protein costimulatory pathway is
still needed.
- The immunosuppressants targeting the costimulatory
pathway of CD28Protein have been extensively studied.

- The colorectal cancerDisease families analysed in this study
provide a basis for further analysis of the HNPCCDisease
gene product.
- The mutation was detected in all the colorectal
cancerDisease families from eastern England (n = 19) but was
absent in all other HNPCCDisease families analysed.

Generated Samples

Although this mutation was initially detected in four of 33 <b-
disease> colorectal <b-disease> <i-disease> cancer <i-disease>
families analysed from eastern England, more extensive analysis

 has reduced the frequency to four of 52 (8%) English 
<b-disease> HNPCC <b-disease> kindreds analysed.
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2 Relation Extraction as Additional
External Knowledge

x1 x2 . . . xn-1 xn

Although this mutation was initially detected in four of 33 colorectal
cancerDisease families analysed from eastern England, more extensive

analysis has reduced the frequency to four of 52 (8%) English
HNPCCDisease kindreds analysed.

[M] mutation [M] detected [M] colorectal cancer families
analysed [M] eastern England [M] frequency [M] HNPCC 
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(colorectal cancer, has manifestation, eastern England)
(mutation, finding method of, HNPCC)

(HNPCC, associated disease, colorectal cancer)
(HNPCC, has property, frequency)
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Knowledge
Augmentation
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Problems in Biomedical Named Entity Recognition (BioNER):

1.  Severe data scarcity
2.  Lacks high-quality labelled data
3.  Specialized and expert knowledge required for annotation
4.  Lack of factual and diverse augmentations for BioNER

We present BioAug, a novel data augmentation framework for low-
resource BioNER. BioAug, built on BART, is trained to solve a novel 
text reconstruction task based on selective masking and knowledge 
augmentation. Post training, we perform conditional generation and 
generate diverse augmentations conditioning BioAug on selectively 
corrupted text similar to the training stage.

Code

BioAug – Sentence Corruption

1. Keyword Extraction: We first extract keywords from our sentence 
that provides contextually relevant knowledge about the target NE.

2. Relation Extraction as Additional External Knowledge: We add 
knowledge facts to the corrupted sentence during fine-tuning in the 
form of NE-NE, E-E, NE-E relation triplets.

3. Dynamic & Selective Masking: Remove the entities that
overlap with the original NE and randomly select e% of the remaining 
entities. e is sampled from a Gaussian distribution.

4. Sequence Linearization: Add label tokens before and after each NE 
token and treat that as normal context in the sentence.

5. Knowledge Augmentation: The triples belonging to NE and entities 
left in the sentence are concatenated to the masked and linearized 
sentence.
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We repeat this for = times to generate =⇥ augmented samples and
�nally add this data to the training dataset for �ne-tuning our �nal
token classi�cation NER model. Since we generate augmentations
auto-regressively, we do top-k random sampling with beam search
to boost generation diversity. Note that we do not add external
knowledge to the corrupted sentence in this step.

4 EXPERIMENTS AND RESULTS
4.1 Datasets
To prove the e�cacy of BioAug, we experiment on 5 biomedical
NER datasets, namely BC2GM [22], BC5DR [26], NCBI [8], EBMNLP
[34], and JNLPBA [4]. BC2GM is annotated with gene mentions
and has 15197/3061/6325 samples in train/dev/test sets, respectively.
BC5DR is annotated with chemical and disease mentions and has
5228/5330/5865 samples in train/dev/test sets, respectively. NCBI
is annotated with disease mentions and has 5432/787/960 sam-
ples in train/dev/test sets, respectively. EBMNLP is annotated with
participants, interventions, comparisons, and outcomes spans and
has 35005/10123/6193 samples in train/dev/test sets, respectively.
JNLPBA is annotatedwith chemicalmentions and has 46750/4551/8662
samples in train/dev/test sets, respectively. For low-resource NER,
we sample 100, 200, and 500 sentences from the training dataset
and downsample the dev dataset proportionately. We evaluate our
NER models on the entire test dataset for all our experiments.

4.2 Experimental Setup and Baselines
Experimental Setup. For BioAug, we use BioBART-large [41] as
our auto-regressive PLM. We �ne-tune BioAug for 10 epochs with
a batch size of 16 using Adam optimizer [20] with a learning rate
of 145. For NER, we use BioBERT-large [24] with a linear head
and follow the token-level classi�cation paradigm using the �air
framework [1]. We train all our models for 100 epochs with a batch
size of 16 using Adam optimizer with a learning rate of 142.
Baselines. Gold-only is NER trained on only gold-annotated data
from the respective datasets and low-resource splits without any
added augmentation. SR-UMLS [16] or Synonym Replacement
with UMLS, identi�es all the UMLS concepts in the sentence and
randomly replaces one concept with a randomly selected synonym
from UMLS. DAGA [7] or Data Augmentation with a Genera-
tion Approach, trains a single-layer LSTM-based recurrent neu-
ral network language model (RNNLM) by optimizing for next-
token prediction with linearized sentences. At the generation step,
DAGA uses random sampling to generate entirely new sentences
auto-regressively. MulDA [28] or Multilingual Data Augmenta-
tion Framework, is trained on a similar objective to DAGA but
using BART instead of RNNLM. MELM [44] or Masked Entity
Language Modeling, �ne-tunes a transformer-encoder-based PLM
using masked language modeling on linearized sentences. MELM
outperforms all other prior art on low-resource settings on the
CoNLL 2003 dataset.

4.3 Results and Analysis
QuantitativeAnalysis.Table 1 reports the averagemicro-averaged
F1 over 3 runs with 3 di�erent random seeds for BioAug and all

Table 1: Result comparison on 5 benchmark BioNER datasets across
4 dataset size settings. BioAug outperforms all our baselines.

#Size Model BC2GM BC5DR NCBI EBMNLP JNLPBA Avg.
Gold Only 56.94 74.90 72.99 18.81 44.37 53.60
DAGA 38.63 60.96 58.26 17.48 43.85 43.84
MulDA 39.67 62.35 59.56 20.32 45.66 45.51

100 SR-UMLS 54.83 75.64 68.35 21.68 55.66 55.23
MELM 48.56 74.70 65.74 24.64 50.32 52.79
BioAug (ours) 60.17 77.58 75.14 27.35 60.00 60.05
Gold Only 62.16 76.08 76.02 23.96 54.26 58.50
DAGA 48.95 68.69 70.92 23.53 53.58 53.13
MulDA 50.11 69.35 72.28 25.37 55.28 54.48

200 SR-UMLS 62.88 78.18 74.43 27.14 63.59 61.24
MELM 58.78 79.06 73.49 21.19 58.18 58.14
BioAug (ours) 67.17 80.30 78.33 29.66 65.40 64.17
Gold Only 65.97 82.55 80.18 31.48 62.04 64.44
DAGA 53.95 76.60 78.70 32.41 61.72 60.68
MulDA 54.92 78.04 79.92 33.53 62.63 61.81

500 SR-UMLS 65.43 82.70 79.16 32.92 65.36 65.11
MELM 58.78 81.19 75.49 32.26 61.64 61.87
BioAug (ours) 70.61 84.48 80.64 37.94 68.07 68.35
Gold Only 82.33 89.01 87.33 42.98 74.36 75.20
DAGA 79.62 86.69 85.15 42.46 72.52 73.29
MulDA 80.21 87.55 86.93 44.54 73.78 74.60

All SR-UMLS 82.18 88.48 84.66 45.75 74.93 75.20
MELM 81.46 89.18 83.95 40.38 73.82 73.76
BioAug (ours) 83.83 89.33 88.14 47.26 75.49 76.81

our baselines. As clearly evident, BioAug outperforms all our base-
lines and achieves absolute improvement in the range of 1.5%-21.5%.
PLM-based baselines (DAGA, MulDA and MELM) under-perform
across all settings, which we attribute to the lack of inadequate
knowledge for generating factual augmentations. On the contrary,
though PLM-based, BioAug generates e�ective augmentations due
to the local and global context provided to it during �ne-tuning.
Table 2 compares generated augmentations on the quantitative
measures of perplexity and diversity. Perplexity [14], calculated
using BioGPT [31], can also be seen as a measure of factuality. We
calculate two measures of diversity - the average absolute length
di�erence between actual and generated samples (Diversity-L) and
the average percentage of new tokens in augmentations (Diversity).
BioAug outperforms all prior art in all these metrics.
Qualitative Analysis. Fig. 2 shows an example of augmenta-
tions generated from our baselines and BioAug. As clearly evident,
BioAug generated augmentations that are both more factual and
diverse.

Table 2: Quantitative evaluation of generation quality from various
systems on the measures of perplexity and diversity.

#Gold Method Perplexity(#) Diversity(") Diversity-L(")
SR-UMLS 115.76 14.65 2.38

100 MELM 110.50 15.83 0.0
BioAug (ours) 39.69 47.88 9.074
SR-UMLS 110.23 15.33 2.56

200 MELM 97.78 18.65 0.0
BioAug (ours) 32.45 45.67 9.67
SR-UMLS 102.55 14.98 2.42

500 MELM 94.65 14.87 0.0
BioAug (ours) 31.14 44.72 10.17

5 CONCLUSION AND LIMITATIONS
In this paper, we propose BioAug, a novel data augmentation frame-
work for low-resource BioNER. BioNER is �ne-tuned on a novel
text reconstruction task and is able to generate diverse and factual
augmentations for BioNER. We empirically show that augmen-
tations generated by BioAug prove to be extremely e�ective for
low-resource BioNER. As part of future work we would tackle
BioAug’s limitation of not introducing new NEs in augmentations.
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Generation Examples
BioAug outperforms all baselines quantitatively and qualitatively

Paper

Original
The authors assessed the [safety]OUTCOME  and [effectiveness]OUTCOME  of [atomoxetine]INTERVENE monotherapy 
compared with combined [atomoxetine/fluoxetine therapy]INTERVENE  in a [population of children and 
adolescents with ADHD and concurrent symptoms of anxiety]PATIENT .  

 The sentence describes a study on the effects of atomoxetine 
monotherapy on children and ADHD-impacted adolescents.

SR-UMLS [16]
The generator tax the [prophylactic]OUTCOME  and [potency]OUTCOME  of [atomoxetine]INTERVENE  monotherapy 
compared with combined [atomoxetine/fluoxetine therapy]INTERVENE  in [universe of minor and teen with 
ADHD and coincidental symptoms of anxiousness]PATIENT . 

× SR-UMLS replaces words with their synonyms, changing the 
context and meaning of the sentence, as can be seen in the 
replacement of 'assessed' with 'tax' and 'safety' with 'prophylactic'.

MELM [44]
The authors undertook this study to further evaluate the [level of adenosine deaminase (ADA)]OUTCOME  in 
[patients with chronic schizophrenia]PATIENT  treated with [monotherapy of haloperidol, risperidone or 
clozapine]INTERVENE  and correlation between the [ADA level]OUTCOME  with response to treatment.

× MELM replaces the named entities with newly generated entities 
that do not correspond to real-world entities. This results in 
factually incorrect generations, as seen in the given sentence.

BioAUG (ours)

The present study assessed the [safety]OUTCOME and [effectiveness]OUTCOME  of [atomoxetine]INTERVENE  therapy 
compared with a combination of [atomoxetine and fluoxetine]INTERVENE  in the same [population of children 
participants and adolescents with ADHD]PATIENT  ( n = 60 ), and these two groups were also compared in terms of 
the frequency of these symptoms. 

 BioAUG generates factually correct augmentations. Unlike other 
systems, it places all entities in the right context.

Original
During an 18-month period of study 41 hemodialyzed patients receiving [desferrioxamine]CHEMICAL  (10-40 mg/kg 
BW/3 times weekly) for the first time were monitored for detection of [audiovisual toxicity]DISEASE .  

 The first sentence describes a study of patients receiving a drug 
for the first time and being monitored for the disease.

SR-UMLS [16]
During an 18-month menstruation of survey 41 hemodialyzed patients find [desferrioxamine]CHEMICAL  (10-forty 
magnesium/kilogram bw/triplet times weekly) for the showtime time were monitored for detecting of [audiovisual 
perniciousness]DISEASE . 

× UMLS-EDA replaces words with their synonyms, changing the 
context and meaning of the sentence, as can be seen in the 
replacement of 'period'  with 'menstruation'  and 'toxicity'  with 
'perniciousness.'

MELM [44]
During an 18-month period of study 41 hemodialyzed patients receiving [glucoferriopamine]CHEMICAL  (10-40 mg/kg 
BW/3 times weekly ) for the first time were monitored for detection of [administration cycloone]DISEASE .

× MELM replaces the named entities with newly generated entities 
that do not correspond to real-world entities. This results in 
factually incorrect generations, as seen in the given sentence.

BioAUG (ours)
During a 12-month period , the study population consisted of 50 hemodialyzed patients receiving 
[desferrioxamine]CHEMICAL , who were monitored for [audiovisual toxicity]DISEASE . 

 BioAUG generates factually correct augmentations. Unlike other 
systems, it places all entities in the right context.
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