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Motivation: Context-Entity Mismatch Issue in Data Augmentations

Proposed Approach: Selective-Denoising with Attention Maps

Results: ACLM outperforms all baselines Qualitatively and Quantitatively

Table 1: Monolingual and Cross-lingual Results: Improvement of 1% - 22%

Table 3: Results on 4 other domains 

Table 4: Qualitative Results

4 step sentence corruption for sequence-to-sequence denoising-based fine-tuning.

1. Keyword Selection using attention maps from fine-tuned transformer encoder to preserve 
valuable hints. The top-p% of tokens which are not NEs and  have the highest attention 
score are selected.

2. Selective Masking by masking all other tokens except of the selected keywords in Step 1 
and NEs.

3. Labeled Sequence Linearization by adding special tags arond each NE in a sentence to 
provide explicit label supervision.

4. Dynamic Masking by randomly masking some keywrods from Step 1 in each iteration to 
promote length diversity.

Additionally, we propose mixner that mixes 2 semantically 
similar sentences before step 4 to promote diversity.

1. Complex Named Entity Recognition (NER) faces the issues of syntactically ambiguous and linguistically complex Named Entities (NEs), low
context sentences, and emerging NEs which PLMs might not have seen in their pre-training data. These problems lead current NER data 
augmentation frameworks to generate incoherent augmentations with context-entity mismatch (where NEs do not match the surrounding 
context). They also impede a model from learning effective NE patterns, thereby leading to sub-optimal performance. 

2. We propose ACLM (Attention-guided Conditional Language Model fine-tuning), a novel framework that optimizes BART on a novel text-
reconstruction task based on selective masking. The resulting augmentations are coherent and diverse and outperform all our baselines. 

Original: it was developed by a team led by former blizzard entertainment 
employees, some of whom had overseen the creation of the diablo series.

LwTR: it was developed by a makers led by, blizzard entertainment, some of 
whom had elevation the serving of the diablo 12th.

MELM: it was developed by a team led by former blizzago games employees, 
some of whom had overseen the creation of the hablo series.

ACLM: blizzard entertainment employees have overseen the production of the 
animated films, including the production of the diablo series.

ACLM w/ mixner: the team of the blizzard entertainment had overseen the creation 
of the game diablo and many of its workers founded pyro studios in the early 1960s.

Code: https://github.com/Sreyan88/ACLM
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Table 2: Multi-lingual Results: Improvement of 
1% - 21%

Keyword Selection

 he advanced, attacked the enemy 's infantry with
the lance, and then retired while the enemy 
swarmed out of hidden ground where royal

artilleryGRP guns could attack them.

[M] enemy [M] infantry [M] retired [M] enemy
swarmed [M] hidden ground [M] ground [M] 

royal artillery guns [M] attack [M]

1

Selective Masking2

Labelled Sequence
Linearization3

Fine-tuned
NER Model

 Attention Map

Dynamic Masking4

[M] enemy [M] infantry [M] retired [M] enemy
swarmed [M] hidden ground [M] <b-grp> royal <b-

grp> <i-grp> artillery <i-grp> guns [M] attack [M]

[M] enemy [M] infantry [M] swarmed 
[M] hidden ground [M] <b-grp> royal <b-grp> 

<i-grp> artillery <i-grp> guns [M]

ashby was wounded in the right foot during one
of three raids into kentuckyLOC made by his

regiment during 1862 .

ashby [M] wounded [M] foot [M] raids [M] 
allegiance [M] rejoin <b-loc> kentucky <b-loc> [M]

 regiment [M]

Training Corpus

mixner

the enemy's infantry was attacked by royal
artilleryGRP guns.

Semantically similar
sentence

the enemy's infantry was swarmed to the
ground with royal artilleryGRP guns.

ashby was wounded on the foot while a regiment
member of the kentuckyLOC regiment was

sent to the war.

ashby conducted raids across the line from
kentuckyLOC and the enemy were attacked and later
retired by hidden ground royal artilleryGRP guns. 

Generated Samples:

 he advanced, attacked the enemy's infantry with the
lance, and then retired while the enemy swarmed out

of hidden ground where <b-grp> royal <b-grp> <i-grp>
artillery <i-grp> guns could attack them.

Text Reconstruction:
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Fine-tuning

Generation

Concat

he advanced , attacked the enemy 's
infantry with the lance , and then

retired while the enemy swarmed out
of hidden ground where royal artillery

guns could attack them .

the 1988 elections were also held on a
non party basis, although around 30

candidates sympathetic to the muslim
brotherhoodGRP were elected.

a nonpartisan candidate, george
washingtonPER , carried the state

twice ( in 1789 and 1792 ).

Semantically
similar sentence

1 2 3+ +

[M] party [M] 30 candidates sympathetic [M] <b-grp>
muslim <b-grp> <i-grp> brotherhood <i-grp> [M] elected [M]

<b-per> george <b-per> <i-per> washington <i-per> [M]
carried [M] 1789 [M] 1792 [M] 

the party of 30 members sympathetic to the muslim
brotherhoodGRP were elected and led by a former
candidate george washingtonPER who carried the

party in 1789 and 1792. 

Concat

ACLM
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