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Motivation: Synthetic Data Generation is Hard!
● Given a low-resource NLU dataset, effectively generating task-specific data to expand the dataset still poses 

a significant challenge.
● Prior-art methods do not impose explicit controls to achieve diversity or consistency.
● Controlling LLM autoregressive generation is complex and prompting-based methods often use manual 

human efforts for extracting data attributes that promote consistency.

1. We propose CoDa, a novel and effective constraint-based data augmentation methodology for low-resource 
NLP.

2. CoDa works with any off-the- shelf instruction-tuned LLM in a training-free fashion and provides explicit 
control over generated augmentations.

3. CoDa quantitatively and qualitatively outperforms all prior-art by 0.12%- 7.19% across various settings.

Quantitative evaluation of generation quality on the measures of perplexity and token 
diversity. CoDa outperforms all our baselines on all metrics.
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Result comparison for Sequence Classification tasks. CoDa outperforms baselines by 
0.12% - 5.94%

Main Contributions

Methodology

Lexical Constraints
1. We extract a set of keywords from a source sentence and constrain the augmentations to contain these 

keywords.
2. Given a source document, we first extract all its n-grams (1 to 3-grams).
3. We assign an importance score to each by calculating cosine similarity between the n-grams and the source 

document.
4. Finally, we select the top-k n-grams as our keywords

Syntactic Constraints
1. In formal domains such as legal and biomedical, language is often governed by syntactic structures.
2. Following a predefined POS pattern ensures that the generated sentences adhere to the formal style and tone 

expected in the domain.
3. We extract the part-of-speech sequence from a randomly chosen sentence in the source document and 

constrain our generations to adhere to the sequence for a particular sentence.

Semantic (Label) Constraints
1. We consider label constraints so that the generated augmentations align closely to the original target label 

(e.g., positive sentiment).
2. We use the target label of the source document with 3 exemplars for this constraint. The exemplars are 

chosen randomly from the dataset and placed in random order in the final instruction.

Length Constraints
1. Length mismatches between training and testing instances have been known to degrade downstream NLU 

performance (Rogers et al., 2021).
2. We calculate the total number of tokens in d and add and subtract sd from it to obtain the lower and upper 

limits of the range, respectively.
3. The value of sd is determined by computing the standard deviation of length distribution across the entire 

dataset D.

Concept Constraints
1. The presence of spurious features in the training set causes the downstream NLU model to adopt shortcut 

learning strategies.
2. Data augmentations can further amplify such spurious features in D if not handled correctly.
3. We use the method proposed by Friedman et al. (2022) to extract a list of spurious phrases for each label in 

the dataset.
4. We then pass these phrases with example sentences consisting of these phrases to an LLM and ask it to 

return a short abstract concept that the spurious phrases describe in the documents.
5. We select the top 3 abstract concepts for each label and add is as a negation constraint for augmentation 

generation.

Result comparison for NER. CoDa outperforms baselines by 0.47% - 7.19%.

Result comparison for QA. CoDa out-performs baselines by 1.10% - 3.06%.

Qualitative Examples

Augmentation examples on the OTS dataset. All generations are produced in a 
low-resource setting (500 training examples). CoDa generates augmentations that are 

coherent, diverse, and label-consistent.


