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* What are Audio-Language Models? Audio-Language Models (ALMs) like Contrastive
Language-Audio Pre-training (CLAP) learn a shared space between the audio and language Motivation: To teach the ALMs compositional reasoning, we modify the vanilla contrastive learning Motivation: Contrastive Pretraining with hard negatives still requires compositional audios and
modalities, which allows them to solve audio tasks through a language interface. objective and introduce compositionally aware hard negative captions for each audio in the batch. their corresponding captions. Further, an audio with a large number of acoustic events makes

* What is Compositional Reasoning? Compositional Reasoning, characterized as the ALM’s * Each audio sample in the training Compositionally-Aware Hard Negatives ﬁne—gramed Iearnmg fj'ﬁa'cmt-. 1o overcome .these ISSUES, WE Propose d Template-based algorﬁ:hm
capability to understand the interrelationships among multiple discrete acoustic events in batch is paired with hard negative B for.c.reahﬂg Compo§|honally rich auqlm—caphon creation. Next, we propose Modular Contrastive
audio, such as order of occurrence and attribute-binding, as conveyed through the words in the captions (generated using GPT4) 3 - o me \ : ><>< = ;<;< training for fine-grained understanding
caption. that are ignored by other samples, Ff T rrrr N Template-based synthetic creation

. . . ensuring targeted and effective $8.,] - e of audio-caption pairs
The extent to which ALMs can perform compositional reasoning is largely under-explored. Our work earnin <5 _ |
aims to bridge this gap by evaluating and improving compositional reasoning in ALMs. _ g , o [ as X X X " We propose a simple and scalable
" This training approach significantly s I———. template-based approach to
s : : mproves the modef's ability to o Y ) S, Create compositional audio
Motivation: Why are current benchmarks insufficient for dlf;erelnzate ;gbug ciﬁerence; i W = — = An LLM first generates a scene
. o : . and relationships between audio i e : :
evaluating compositional reasoning in ALMs? ente pphERERR AR ] e from a pool of available acoustic
' Figure 3. Contrastive training with hard negatives eyents from Wh'Ch we perform nan followed by Tger Roar*
Training Objective Function: simple operations to generate
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" Current retrieval benchmarks are "= - . (" = _t;rai/O' + 1ogZexp (tiTaj/o) Modular Contrastive Leaming e tv .
insufﬁcigpt in evaluaﬁ ng the q(th”( Ad(cp”( i =1 = Our proposed Modular o : - . . = = . @ = = =
compositional reasoning of ALMs. . : %~ _aT Jo 4 log Zex (a /o) + Z oot T /o) Contrastive training employs 2 [~ I i ><‘ X >< XX X

= Figure 1 shows CLAP undergoes : I . z t = = multiple positives and negatives |5 | X-XX-X 08 3 | 3
only minor degradation in retrieval W_ i EEERS ﬁ- R for each audio, generated usinga <& | -
pel’fOrmaﬂCe Wh@ﬂ the V\/Ol’d Ordel’ -Original Shuffle all but noun & ad;. Shuffle only noun & adj. Shuffle all words ReSUltS: Zero-ShOt evaluation on Standard benChmarks template'based algorithm 1 ap >< >< >< >< >< >< >< >< . .
in captions is shuffled. , | , " Fach positive describes -------------------------------------

" Previous studies also show that ' '8ure 1. Performance on common retrieval evaluation compositional relationships of B @ : metgm 8 Corsa o
ALMs often act as a bag of words datasets with shuffling. Model T-A Retrieval A-T Retrieval various granularities in the audio I i " ;» EiffraNtZiaNﬁZZauve
and lack natural Ianguage R@1 R@5 R@10 R@1 R@5 R@10 and this helps the model learn - . EEVPLY & Skipped
comprehension. fine-grained order and attribute
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CompA-order/attribute: A Novel Benchmark for evaluating CLAP 34.6/16.7 70.2 /41.1 82.0/54.1 41.9 / 200 73.1/ 449 84.6 /587 Training Objective Function:
Compositional Reasoning in ALMs CLAP-LAION 36.2/17.2 /0.3/42.9 82.5/554450/24.2 /6.7 /511 880/ 060.9 s, 1 0o
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B o o A SRS e e e % achieves  SoTA  perfor-  CLAP 824 7372 _ 586 K .negahve. ;aphon for agdlo Sample a;. (tz,{. Jie[1,x1 and (£ 7 ke[, ke are I generated fine-
human conversation.” mance in almost all cases,  CLAP-LAION-audio-630K 88.0 758  26.3 64.4 grained positive and negative caption for audio sample a;. 5, and f, are scaling parameters.
CompA-CLAP retains its  CLAP-CompA-661k (ours) 90.2 86.1 291 778 Eval _ Metric: E |. _ C A-order/ b
In this work, we perform the first systematic study for understanding compositional reasoning Eerformgncef even aftgr somai-LLAP lours el S5/ 20 ks valuation Metric: For eva uatlng ompA-oraer attribute
capability in ALMs. We propose two expert-annotated benchmarks, CompA-order and CompA.- ﬁne—ﬁmng or - COmposF Table 2. Result comparison on audio classification benchmarks. , ,
attribute. While CompA-order is used to evaluate the ALMs ability to understand the order of oc- 1ONALY. Given two audios 4 and A, and o
currence between two acoustic events in a audio, CompA-attribute is used to evaluate the models Results: Evaluation on CompA-order/attribute benchmarks their corresponding captions Cy HCo A C A = A1 TT8(C o) > s (G Ag) and s (G, Ar) > s (Co, An)
and C}, we define a text score 0 otherwise

ability to understand attribute-binding for acoustic events.

f(+) and an audio score g¢(-)
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Table 3 compares the
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CompA-661K: A balance dataset for learning Compositional fﬂsu(':tsms/i Ofge”r‘/ﬁﬁt b o _ Somphrorder | Comph attribute lect texts given audio and audios ~
: ; ) ode EX udio Lroup | lex udio Lroup iven text respectively. We also .
Reasonlng In ALMs benchmarks.  Our vanilla oY s PECLIVELY , ] h(Cy, Ay, Cy, Ay) = 1 'ff(COfAO’Cl’Al) and g (Co, Ao, €1, A1)
Human 90.60 91.20 87.40 80.30 82.40 79.80 define a group score h(-), com A0 AU =0 Gtherwise
CLAP. performs _ Detter o jom 19.70 19.70 16.67 250 250 16.67 bining text and audio scores.
than all other baselines ' ' ' ' ' '
= There is an acute scarcity of LAION Audio-630K CompA-AudioSet from' iterature, outper- MMT 19.90 6.85 3.90 [29.59 469 3.12 Future Work
compositional audios in large forming CLAP-LAION  ML-ACT 21.85 800 435 31.63 511 3.75
audio-text pre-training datasets. by =6%-33% over both CLAP 2280 835 470 |33.27 614 4.66
s To address this issue. We | henchmarks. CompA- CLAP-LAION 240 9925 550 3478 652 507 . Exp.apd the CompA Benchmarks: Introduce mor.e.c.omplex com-
ntroduce a CompA-661k dataset,  Aceueic evorte: CLAP, which is CLAP  CompA-CLAP ours) ~ 40.70 35.60 33.85 44.28 22.52 1513 positional scenarios to further push ALMs capabilities.
with =661k unigue audio-caption o trained consecutively with - Hard Negative 36.25 31.45 20.20 3927 17.71 11.35 " Refine Training Techniques: Continue to deyglop training
nairs. which have a uniform -3 hard negah’vgs and mod- - Modular Contrastive 38.0 3350 21.25 4348 1957 13.04 methodologies to _mc_lgde more nuanced compositional aspects
distribution of audios with 3 , i . i o ular contrastive learning,  CLAP (ours) 3375 1575 11.50 14240 20.50 14.75 and real-world variability.
- - Figure 2. Distribution of audios with number of unique improves performance , * Cross-Modal Applications: PN i
number of unique acoustic events , , . ross-Modal Applications: Explore the application of composi
as compared to the previously acoustic events: LAION-Audio-630k Vs CompA-Audioset on both benchmarks by fable 3. Result comparison on our proposed CompA benchmarks tional reasoning skills in other modalities, such as video and text

used training datasets. ~10%-28% over CLAP.



